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Abstract 
Collaborative ideation tools like digital whiteboards are widely 
used by designers, academics, and creative practitioners; yet 
most ideation tools are inaccessible to blind or low vision 
(BLV) users. Informed by prior work on whiteboarding chal-
lenges encountered by BLV users and our formative study 
with eight sighted whiteboard users, we built Idea11y, a white-
board plug-in that provides a hierarchical, editable text outline 
of board content, augmented with audio cues and voice cod-
ing. Findings from evaluation with thirteen BLV screen reader 
users revealed how Idea11y supported BLV users’ understand-
ing of clustering structure and streamlined their process to 
author, synthesize, and prioritize ideas on the board. Collab-
orative ideation sessions with six BLV-sighted dyads demon-
strated how BLV users used Idea11y to develop collaboration 
awareness and coordinate actions with sighted collaborators. 
Drawing on this, we discuss ways to move beyond implicit 
visual norms in established ideation frameworks and practical 
considerations for future accessible ideation systems. 
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• Human-centered computing → Empirical studies in ac-
cessibility; Empirical studies in collaborative and social 
computing. 

Keywords 
Accessibility, blind, ability-diverse collaboration, creativity 
support, ideation, digital whiteboard 

ACM Reference Format: 
Mingyi Li, Huiru Yang, Nihar Sanda, and Maitraye Das. 2026. Idea11y: 
Enhancing Accessibility in Collaborative Ideation for Blind or Low 
Vision Screen Reader Users. In Proceedings of the 2026 CHI Conference 
on Human Factors in Computing Systems (CHI ’26), April 13–17, 2026, 

This work is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivatives 4.0 International License. 
CHI ’26, Barcelona, Spain 
© 2026 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-2278-3/2026/04 
https://doi.org/10.1145/3772318.3790878 

Barcelona, Spain. ACM, New York, NY, USA, 25 pages. https://doi.org/ 
10.1145/3772318.3790878 

1 Introduction 
Collaborative ideation, i.e., generating, refining, and converg-
ing on ideas through group discussions, is a cornerstone of cre-
ative problem-solving in today’s educational and professional 
settings [25, 85, 94, 110]. Although historically this process 
centered on physical whiteboards [68, 79], the rise of remote 
and hybrid work has made computer-mediated ideation [47] 
the new standard [48, 120]. Digital whiteboards have emerged 
as the primary medium for this transition, with tools like 
Miro [71] and FigJam [4] becoming integral to brainstorm-
ing in online classes [57, 69, 70, 93, 104, 106], design sprints 
[68, 81, 86], and user experience research [48, 84]. A 2024 sur-
vey indicates that over 74% of design professionals use digital 
whiteboards [120], exemplifying the widespread adoption of 
these tools in certain professions. Digital whiteboards enable 
visually organizing and iterating on concepts on boundless 
canvas spaces where users can collaboratively create, manipu-
late, and arrange digital content—from sticky notes to sketches 
and multimedia elements in real-time. The design of current 
digital whiteboards has come to fruition through over twenty 
years of HCI research on enhancing ways to explore, express, 
and expand ideas [47, 54, 55, 68]. Yet, this research has largely 
overlooked the needs of blind or low vision (BLV) individuals 
[36]. Consider the quote from one of our blind informants who 
was a disability inclusion consultant at a technology company. 

“When we used Miro board for three days of design 
thinking, that was 100% inaccessible to me. It be-
came so frustrating that I left. I had actually told 
them (collaborators)... but they carried on and did 
it [on whiteboard] anyway... I feel like Miro has 
missed that entire point of like, how do we make 
this both visually and non-visually helpful?” 

While a growing body of HCI research focuses on improv-
ing BLV users’ access to collaboration technologies, e.g., doc-
ument editors [40, 40, 77], slides [97, 98, 128], programming 
tools [96, 100], and computational notebooks [101], digital 
whiteboards include distinct interaction paradigms that re-
quire specialized accessibility solutions beyond standard web 
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accessibility guidelines. Limited prior work has examined ac-
cessibility of ideation sessions for BLV people, but the work 
that does exist highlights their challenges while using digital 
whiteboards that rely heavily on freeform spatial arrangement, 
real-time visual feedback, mouse-based interactions (e.g., drag-
and-drop), and the ability to quickly scan and process complex 
visual layouts [41, 46, 75, 116]. While sighted users can piece 
together scattered information on whiteboards by process-
ing it in parallel or by rapidly glancing at persistent visual 
information, screen reader users must rely on speech or audio 
feedback and keyboard-based navigation that are primarily 
serialized and ephemeral [21, 39], which further limits their 
access to complex board content. In the absence of accessible 
ideation tools, BLV professionals must convince collaborators 
to relegate to traditional writing tools that are not preferred 
for ideation in predominantly sighted workplaces or remain 
entirely excluded from ideation sessions [41]. Thus, design-
ing accessible ideation systems that preserve the creative and 
collaborative benefits of digital whiteboards while accommo-
dating BLV users’ access needs represents a critical gap in both 
accessibility research and collaborative technology design. 

To address the gap, we design and implement new tech-
niques to augment accessibility in digital whiteboards for BLV 
screen reader users and evaluate how these new techniques 
may shape their ideation processes with sighted collaborators. 
Through formative interviews with eight sighted whiteboard 
users, we identified their current whiteboarding practices and 
collaboration strategies that must also be accessible to BLV 
users to support effective ideation in ability-diverse teams. 
Combining these insights with prior work on accessibility chal-
lenges in digital whiteboards [41, 46, 75, 116], we developed 
four design goals to advance accessible whiteboarding systems. 
We instantiated these goals by building Idea11y, a whiteboard 
plugin that transforms freeform whiteboard content into a 
hierarchical, editable text outline linked to the whiteboard and 
updated in real-time. The system applies visual gestalt prin-
ciples [124] to determine underlying content structure (e.g., 
sticky notes clustered by spatial proximity, color, or enclosure), 
presents this content in screen reader-compatible formats, and 
incorporates auditory feedback and quick navigation cues 
to facilitate collaboration awareness. We evaluated Idea11y 
through individual sessions with thirteen BLV screen reader 
users and collaborative ideation sessions with six BLV-sighted 
dyads. Results illustrated how Idea11y helped BLV users easily 
traverse, perceive, and author content on whiteboards and 
coordinate with sighted collaborators. 

Overall, our work made three key contributions. First, draw-
ing on our formative study and design goals, we built Idea11y1 

that introduces new techniques to analyze complex visuo-
spatial information by algorithmically applying gestalt princi-
ples [10] on digital whiteboards and transforms board content 
into a hierarchical, cluster-based representation augmented 
with auditory feedback and navigation cues. With Idea11y, 
screen reader users are able to easily author and manipulate 

1https://github.com/NEU-TEA-Lab/Idea11y 

whiteboard content, such as creating, editing, reclustering, and 
removing sticky notes. Second, we present rich empirical un-
derstandings of how BLV users employed Idea11y to express, 
organize, and prioritize ideas and perform complex collabo-
rative tasks alongside sighted collaborators. These insights 
extend prior work that built and evaluated accessible systems 
for collaborative writing [39, 77], programming [100, 105], 
and slides authoring [97, 128] by elucidating the unique com-
plexities and tradeoffs related to whiteboarding. Finally, we 
revisit established creativity support theories and frameworks 
that prioritize visual modalities [22, 50, 51, 109] to foreground 
ways to foster accessible ideation in ability-diverse teams and 
outline design considerations for future ideation systems. 

2 Related Work 

2.1 Theories and Frameworks of Creative 
Ideation 

Over the years, researchers across multiple domains have de-
veloped theories and frameworks to conceptualize creative 
thinking and ideation. Guilford [59] divided the creative cog-
nition process into divergent and convergent thinking, where 
individuals first come up with as many ideas as possible and 
then narrow these down to the most effective solution(s). Like-
wise, the Geneplore model proposes that creative activities 
include a generative phase to produce initial “preinventive” 
structures and an exploratory phase to interpret preinventive 
structures and build up final ideas [50, 51]. These preinventive 
structures could be entirely cognitive (e.g., mental models) or 
have physical representations, especially in visual forms (e.g., 
sticky notes, sketches) [35]. 

In the past two decades, HCI scholars have designed nu-
merous creativity support tools (CSTs), where one of the main 
goals is to aid the ideation process; see [36, 54, 55] for an 
overview. Relatedly, Shneidermann [115] proposed a CST frame-
work with four core design principles: support exploratory 
search, enable collaboration, provide rich history-keeping, and 
design with low thresholds, high ceilings, and wide walls. 
These design principles have been manifested in various ideation 
tools that enable multiple users to preserve, share, and expand 
ideas [73, 102]. To date, however, the theories and frameworks 
of creative ideation primarily centered on sighted people, ig-
noring ways to foster nonvisual approaches to collaborative 
ideation for BLV individuals. 

2.2 Collaborative Ideation Tools and 
Practices 

Traditionally for collaborative ideation, people have relied on 
physical tools that provide tangible, manipulable interfaces to 
organize thoughts. For example, physical whiteboards offer 
expansive surfaces for free-form expression and visual map-
ping of ideas, while sticky notes enable rapid idea capture with 
the flexibility to cluster and prioritize ideas through spatial 
rearrangement [35, 52]. The transition to digital ideation en-
vironments has been driven by technological advancement 

https://1https://github.com/NEU-TEA-Lab/Idea11y
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and practical necessities, especially following the rise of re-
mote collaboration. Researchers have digitized physical white-
boards and sticky notes [68, 86], for example, to capture and 
reuse ideas on physical boards [27, 121]. Others developed 
new ideation platforms, including tabletop systems [37, 63], 
wall displays [114], virtual reality applications [26, 64, 79, 92], 
and AI assistants [34, 62, 102, 113, 117, 119]. Among these, dig-
ital whiteboards (e.g., Miro, FigJam, Mural, etc.) have gained 
significant popularity in educational and professional settings 
[48, 69, 81, 104, 120]. These tools have evolved beyond simple 
digitizations of physical whiteboards to incorporate sophis-
ticated features like real-time synchronization, multimedia 
integration, template libraries, and GenAI-powered assistants 
[19, 74, 95, 127]. Advanced whiteboards now include visual 
stimuli (e.g., sketches, images) to gather inspirational materials, 
arrows/connectors to sort and express logic, and collaboration 
features (e.g., commenting, real-time cursor movement, emojis, 
and voting) to help collaborators evaluate and iterate on one 
another’s ideas [35, 42, 99]. 

2.3 Accessibility of Digital Whiteboards 
While the visual-heavy design of digital whiteboards has been 
beneficial to sighted users, recent studies revealed significant 
accessibility breakdowns on these tools, jeopardizing BLV 
users’ participation in collaborative ideation [17, 41]. White-
boarding tools, such as Google Jamboard [5], posed severe 
screen reader-compatibility issues like unlabeled elements, 
unannounced notifications, and confusing navigation [18, 75]. 
When the whiteboard content was structured as linked-node 
diagrams (e.g., mind maps), BLV users struggled to understand 
the spatial relationships between elements [46]. When the con-
tent was unstructured and messy, as sighted users frequently 
adopted during early phases of brainstorming, it was even 
more difficult to understand board content, forcing BLV users 
to abandon these tools and switch to document editors (e.g., 
Google Docs) [41]. 

Given these challenges, researchers explored new mecha-
nisms to improve accessibility of digital whiteboards following 
accessibility and usability guidelines [111], such as introducing 
keyboard-based navigation schemes [6], AI-generated sugges-
tions for alt-text [14, 116], and having a mediator to add live 
descriptions [53]. Others investigated multimodal techniques 
including audio cues with keyboard navigation to announce 
parent and child nodes in linked-node diagrams [46], tactile 
gestures on a tablet application augmented with musical tones 
and speech [129], and gesture-controlled whiteboards that al-
low content authoring using a webcam [56]. We extend these 
efforts to support real-time collaborative ideation for BLV 
screen reader users by identifying the underlying clustering 
structure on whiteboards and transforming this into a hierar-
chical, editable, and easily navigable outline to facilitate both 
content reading and co-authoring on the board. 

2.4 Accessibility in Ability-Diverse 
Collaboration and Content Creation 

While research on accessible ideation is nascent, a growing 
body of work investigates how people with diverse visual, 
hearing, physical, or cognitive abilities engage in collabora-
tive activities together; see [126] for an overview. Drawing 
on Disability Studies literature, Bennett et al. [24] posited 
the interdependence framework that highlights how access is 
co-constructed through disabled people “being and doing to-
gether” with non-disabled collaborators, assistive technologies, 
and the environment. The ability-diverse collaboration frame-
work categorizes the collaboration process into ability-sharing 
and ability-combining types, where technologies can trans-
fer, augment, and merge team members’ abilities for effective 
collaborative outcomes [126]. 

Closely related to our work are the studies investigating 
accessible collaboration and content creation for BLV users in 
various contexts, such as document editing [39, 40, 77], slides 
authoring [97, 98, 128], programming [49, 100], and gaming 
[58, 118]. For example, to make visual structures on slides ac-
cessible, Peng et al. [97] automatically extracted hierarchical 
levels (titles, dividers, topic splits, etc.) embedded in slides 
and arranged them into an screen reader-compatible format. 
To help BLV users develop collaboration awareness [60], re-
searchers explored different auditory techniques, for example, 
combining speech and non-speech audio [88] to communi-
cate collaborators’ cursor proximity and edit frequency on a 
shared document [39, 40, 100] and spatial audio to indicate 
collaborators’ locations on digital interfaces [77, 90] or around 
tabletop systems [87]. Building on this work, we developed 
an accessible whiteboarding system augmented with auditory 
cues, voice coding, and efficient keyboard navigation features 
to support ideation between BLV and sighted collaborators. 

3 Formative Study 
Prior work showed that access barriers in collaborative ideation 
is shaped by not only inaccessible whiteboard features but also 
how sighted people structure ideation workflows [41]. There-
fore, we interviewed sighted professionals with significant 
whiteboarding experience to gain insights into their white-
boarding practices, collaboration strategies, and the visual 
components that they frequently use on whiteboards, which 
must be made accessible to BLV users. 

3.1 Method 
3.1.1 Participants. With approval from Northeastern Univer-
sity’s Institutional Review Board, we recruited eight sighted 
professionals (6 female, 2 male; aged 22–34) through our re-
search network and university-wide Slack groups. All partici-
pants regularly used whiteboarding tools e.g., Miro and FigJam. 
Table 7 in the Appendix presents participants’ details. 
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3.1.2 Procedure. The first author conducted one-on-one, semi-
structured interviews via Zoom in November 2024. After ob-
taining verbal consent, we requested participants to demon-
strate their whiteboarding process using previous projects. P1 
and P7 did not share their projects for confidentiality concerns 
and instead reproduced their whiteboarding procedure on an 
empty Miro board. We probed participants about the features 
they frequently used and their ideation strategies. We then con-
ducted a brief ideation activity with participants on Miro using 
the prompt: “Develop strategies to make the passenger experi-
ence on public transit more enjoyable,” drawn from prior work 
[65, 102]. To capture both divergent and convergent thinking 
processes [59], we asked participants to 1) brainstorm as many 
ideas as possible, and 2) select two most effective ideas. We 
asked participants to lead the activity by dictating what board 
elements should be used and facilitating discussion. Lastly, 
we concluded with a debrief interview, probing participants 
for clarification around salient interactions during ideation, 
e.g., their rationales behind using certain whiteboard elements. 
Each session lasted approximately 40 minutes. Participants 
received 20 USD Amazon gift cards each. All sessions were 
recorded and transcribed. 

3.1.3 Data Analysis. We followed reflexive thematic analysis 
[28] to analyze the transcripts and video recordings. The first 
author open-coded transcripts using Condens [1]. We thor-
oughly examined whiteboard examples shared by participants 
and produced to uncover latent whiteboarding practices. The 
quotes and codes were aggregated on a whiteboard to generate 
initial themes via affinity diagramming [84]. Coauthors met 
regularly to review data and develop the final themes. 

3.2 Findings 
We identified four main whiteboarding strategies sighted pro-
fessionals adopted during collaborative ideation. 

3.2.1 Externalizing ideas using sticky notes and related visual 
features. Our analysis revealed the whiteboard elements and 
visual cues that professionals used to express ideas. All partic-
ipants except one chose sticky notes because they were easy 
and efficient to use and reposition, which corroborates that 
sticky notes are the most utilized design material [23, 68]. P4 
said, “We drop in reference diagrams and images and then we 
recreate components (sticky notes) from those diagrams, so we 
can move stuff around.” Participants adjusted visual attributes 
of sticky notes (e.g., color) to amplify aesthetics and com-
municate “additional layers of meanings” (P1), such as idea 
categories or topics. Participants also associated note colors 
to their established meanings, such as red and green for neg-
ative and positive connotations. Other visual enhancements 
included bold-facing text or increasing a note’s size to con-
vey the salience of ideas, since these visual cues can increase 
prominence and easily draw sighted users’ attention [30]. As 
P2 demonstrated: “This is a major issue, so it’s gonna be really 
big (increases the note size).” 

3.2.2 Clustering ideas into spatially distributed and bounded 
regions. An important part of the ideation process involves 
grouping ideas into distinct categories or themes [68]. To this 
end, participants positioned board elements into spatially dis-
tributed and/or bounded regions, following visual gestalt prin-
ciples of proximity (i.e., closely positioned notes belong to the 
same group) and enclosure (i.e., notes bounded by a shape 
belong to the same group) [10, 124]. We observed two clus-
tering patterns among participants: starting with pre-defined 
clusters and forming clusters along the way. In the former 
strategy, prior to the activity, participants added Frames (i.e., 
built-in rectangular containers) or shapes to divide the board 
into separate regions dedicated to different topics or individual 
collaborators. The latter strategy involved participants first 
throwing ideas onto the board without any structures and 
then categorizing the ideas into specific themes, either after a 
fixed time or when ideas reached saturation. 

Although whiteboarding tools recently incorporated AI-
powered features that autogenerate clusters [3, 9], by color or 
thematic grouping of text, none of our participants reported 
using these features in their professional context. P2 and P6 
raised concerns about accuracy of AI-generated clusters, while 
P6 highlighted the benefits of manual clustering to amplify 
critical thinking and enjoyment. Irrespective of the clustering 
strategy, participants emphasized that to ensure accessible 
whiteboarding, tools must allow BLV users “to group the things 
together or make it clear what the groupings are” (P5). 

3.2.3 Evaluating ideas through shared feedback. The next step 
after categorization is evaluating ideas to select the best ones 
(i.e., convergent thinking) [59]. To indicate their preferred 
ideas, many participants used visual features (e.g., emojis), 
while P7 reordered sticky notes by putting the highly-rated 
ones at the top and less preferred ones at the bottom of a stack. 
Participants who explored Miro’s built-in voting feature during 
our sessions found this feature confusing due to the extra 
setup steps compared to directly adding emojis. Participants 
also used the commenting feature to discuss the generated 
ideas with their collaborators and provide feedback, especially 
during asynchronous collaboration. Some participants left 
feedback on sticky notes, because they found notes to be easier 
to use and more noticeable than comments which revealed the 
text only after hovering cursor over it. In this case, participants 
changed the note’s colors to signal their role as comments and 
convey the urgency of feedback. 

3.2.4 Tracking activity traces to develop collaboration aware-
ness. To achieve effective collaboration, participants moni-
tored who is doing what and where [38, 60] on the whiteboard 
using visual features such as real-time cursor movement. P2 
explained, “If the cursor just stands still and there’s nothing 
going on, then I think they probably are inactive.” Participants 
also relied on the ‘following’ feature that jumps to the collabo-
rator’s location and verbal communication (if co-located or on 
a synchronous call) to achieve joint attention. For example, P6 
redirected his collaborator’s attention by saying “Can you see 
my cursor? It is at the top green one.” This request employed 
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three visual cues: P6’s cursor location, the note’s location (at 
the top), and its color (green). Participants also appreciated 
having a space to work individually with focused attention 
and the option to readily navigate to a collaborator’s location 
when needed. Additionally, some participants attached tags or 
appended creators’ names to sticky notes to “see who’s done 
what and then... ask for feedback” (P5). 

Importantly, we found that which collaboration cues partic-
ipants monitored depended on the phase of ideation. At first, 
when participants concentrated on adding ideas, they inten-
tionally avoided reading collaborators’ ideas or activities so 
those ideas would not “influence my thoughts” (P3). Moreover, 
they found collaborators’ moving cursors to be “distracting” 
(P2) when “we just need to focus on ourselves” (P6). In that 
situation, participants only desired rough ideas about collab-
orators’ location to establish peripheral awareness [20] but 
appreciated visible cursor movement and the ‘following’ fea-
ture during focused collaboration. These practices suggest the 
need to support BLV users in forming collaboration awareness 
by providing real-time, non-disruptive, and nonvisual cues 
about collaborators’ activity traces. 

4 Idea11y: Design and Development 
Informed by our formative study and prior work on accessibil-
ity barriers in whiteboarding [41, 46, 75, 116], we derived four 
design goals to help BLV screen reader users ideate on digital 
whiteboards alongside sighted collaborators. To realize these 
design goals, we built Idea11y, a plugin that works in tandem 
with Miro, a widely-adopted whiteboarding tool [120]. Below 
we describe the design goals and how we operationalized those 
in Idea11y. 

4.1 Design Goal 1: Provide a hierarchical 
representation of board content and 
clusters 

Digital whiteboards allow freeform placement of elements 
within an infinite canvas, potentially because it encourages 
sighted people to quickly put down their transient thoughts 
without thinking much about organization or being constrained 
by a rigid structure [107]. While some whiteboarding tools 
allow keyboard navigation in a linear or grid layout [8, 11], our 
formative study revealed that sighted users rarely maintain 
such straightforward layout during ideation. Instead, they ar-
range board elements in complex layouts where the underlying 
structure lies in how sighted people instinctively interpret vi-
sual clusters, for example, following gestalt principles [10, 122] 
of spatial proximity, color similarity, and bounded region (Fig-
ure 1). Screen reader users, however, cannot comprehend this 
clustering structure due to the lack of feedback indicating im-
plicit connections between the sticky notes, although visually 
it is apparent by the notes’ proximity, color, or enclosure [41]. 

To address this challenge, Idea11y represents board content 
in a hierarchical, text-based outline. First, we decompose an 
entire whiteboard into three levels: Frame, Cluster, and Note 

by algorithmically applying gestalt principles to identify im-
plicit cluster structures that are not systematically encoded in 
the board’s metadata. Then, we transform this content into 
a header-subheader-bullet list format, following BLV users’ 
conventional practice of organizing ideas on document edi-
tors [41]. This way, screen reader users can easily navigate 
to different clusters and notes (Figure 2c) using familiar key-
board shortcuts (e.g., ‘H’/‘Shift+H’ in JAWS/NVDA to navigate 
by heading levels). This approach to algorithmically apply-
ing rule-based heuristics e.g., gestalt principles to determine 
cluster structures has not been explored in prior work on ac-
cessible whiteboarding [8, 116] or collaborative accessibility 
in other contexts [39, 77, 97, 100]. 

To facilitate understanding of a cluster theme, Idea11y pro-
vides a concise, AI-generated summary of all notes within 
each cluster. The summary is updated in real-time as users 
add/edit notes within that cluster. Idea11y also presents a 
board overview, describing the number of frames, clusters, 
and colors of sticky notes on the board (Figure 2b). Currently 
Idea11y presents content on sticky notes only, since it is the 
most frequently used element according to our formative study 
and prior work [68]. However, the features can be extended 
to other text-based element types like text boxes and shapes 
with text. Extending Idea11y to visual features e.g., image, an-
imation, video etc. remains an open area for future iterations. 

4.2 Design Goal 2: Enable seamless 
manipulation of board content 

Currently, some whiteboarding tools support keyboard-based 
content authoring (e.g., adding, editing, and repositioning 
sticky notes). However, these actions at best require perform-
ing a series of complex steps or at worst are entirely inac-
cessible to BLV users. Consider adding a sticky note on Miro 
[14]: screen reader users must first use the shortcut to open 
Command Palette, type ‘Sticky’, select color, and then enter 
text. However, the user does not get immediate notification of 
where the new note has been placed [41]. Another challenge is 
moving a note, which sighted users can easily accomplish with 
mouse-based actions (e.g., drag-and-drop). Although screen 
reader users can move a note by repeatedly pressing arrow 
keys, with each press moving it by a minuscule amount, this 
process is extremely time-consuming, and yet the user may 
not fully know the note’s updated position. 

To address this challenge, Idea11y allows screen reader 
users to easily add, edit, delete, and move a sticky note and 
change its color within the text outline described in Section 
4.1. The add button within each cluster (Figure 2c) opens an 
input field where users can directly type their ideas and hit 
‘Enter’ to submit or press ‘Escape’ to cancel the action. Users 
can specify color by typing ‘/<color name>’ in the text field 
(default color is yellow if unspecified). The edit operation 
can be triggered by pressing a shortcut on a specific note 
(‘ctrl+alt+e’ on Windows or ‘cmd+e’ on macOS), which will 
present an input field filled with the original text of the note 
that can be changed by the user. It also presents a drop-down 
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Figure 1: Three grouping mechanisms implemented in Idea11y based on visual gestalt principles. 1) If all sticky notes 
are crowded together, Idea11y will apply grouping by color. 2) If more than one spatially-distributed clusters are 
found, Idea11y will determine these clusters based on spatial proximity between notes. 3) If bounded regions (e.g., 
frames) exist, each frame and the space outside the frames will be considered as separate groups. Elements within 
each region will be further clustered by color or proximity. For example, notes within one frame or unframed region 
can be grouped by color but another frame can be grouped by proximity. 

list of current clusters so the user can easily move the note to 
a new cluster (Figure 2d). Finally, Idea11y presents a Delete 
button to remove the note. 

Idea11y enables a two-way manipulation between the white-
board canvas and the text outline such that users can make 
changes on the outline and these operations are automatically 
reflected on the board and vice versa. For instance, if a user 
adds a new note in the outline, a new sticky note containing 
that text will be placed on the board within that cluster. Thus, 
Idea11y affords both sighted and BLV users reliable mecha-
nisms to express ideas in their preferred formats (on a 2D 
canvas or a hierarchical text outline) and maintains consistent 
information across these two formats to support shared refer-
encing during collaboration. This approach to support content 
authoring through a cluster-based, hierarchical, linked out-
line that enables two-way manipulation of content is a novel 
mechanism in the context of accessible whiteboarding. 

4.3 Design Goal 3: Facilitate collaboration 
awareness through accessible navigation 
and auditory cues 

As our formative study showed, sighted users make use of the 
visual collaboration cues on whiteboarding tools (e.g., ‘follow-
ing’ a collaborator) to understand who did or is doing what and 
where within the board [39, 60]. However, screen reader users 
do not get any notification of their collaborators’ activities, 
which hinders their participation in ideation. 

Therefore, Idea11y presents various collaboration informa-
tion when a screen reader user traverses and manipulates con-
tent in the outline. The board overview includes the number of 
collaborators and their names as interactive buttons (Figure 3a). 
Users can click to hear the collaborator’s real-time location, 
i.e., the frame, cluster, and note where they are currently work-
ing on. Additionally, they can press a jumping shortcut (Fig-
ure 3b) from anywhere on the outline to redirect their screen 
reader focus to the note where a collaborator is currently at. 

The jumping shortcuts are chronologically mapped according 
to collaborators’ joining time (e.g., ‘ctrl+alt+1’ for the first 
collaborator) and follow the same order as the name buttons 
in the board overview. Idea11y also gives spoken alerts (e.g., 
‘Alex has joined’) when a collaborator joins or leaves the board. 

During synchronous collaboration, an important challenge 
is preventing concurrent edits so collaborators do not unin-
tentionally nullify others’ edits [39]. To indicate collabora-
tors’ co-presence on the same note, Idea11y plays an earcon 
(beep) when the screen reader user arrives at a note where an-
other collaborator is working (Figure 3c). Although we added 
earcons to minimize disruption in the user’s workflow [39], 
they can choose to hear a spoken alert for co-presence along 
with or instead of earcons by adjusting settings (Figure 2a). We 
acknowledge that currently Idea11y does not visually render 
screen reader focus, which limits sighted collaborator’s aware-
ness of BLV users’ location. Sighted users in our study devised 
a workaround by monitoring BLV users’ screen reader focus 
leveraging the screen and system audio sharing features on 
Zoom. However, directly simulating BLV users’ screen reader 
focus on the whiteboard canvas is an important next step, and 
we further reflect on this limitation in Section 6.2.2. 

To understand who added what on the board, users can 
press a keyboard shortcut while their screen reader focus is 
on a particular note (‘ctrl+alt+i’ on Windows or ‘cmd+i’ on 
macOS) and hear a message about the note’s creator and color 
(Figure 2e). This aligns with sighted participants’ practice of 
attaching tags, appending creator names to note text, or color-
coding notes to denote authorship. Moreover, Idea11y incorpo-
rates voice coding (i.e., reading out notes created by different 
users or having different colors in distinct synthesized voices) 
to help screen reader users process multiple pieces of informa-
tion in parallel i.e., note text in tandem with its creator/color, 
given this technique was reported to be helpful to process 
collaborators’ edits efficiently [40]. Users can configure the 
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Figure 2: Idea11y represents whiteboard content in a hierarchical, editable text outline. (a) In the settings section, users 
can select the mode (brainstorming or voting), whether the content will be read in a consistent voice or in distinct 
voices for different creators or color, and whether collaborators’ cursor co-presence will be notified with earcons 
and/or speech. In the brainstorming mode, (b) the board overview shows the total number of frames, clusters, and 
colors of sticky notes, number of active collaborators and their names in interactive buttons. (c) All sticky notes are 
arranged under frames (if exists) and clusters, following a hierarchical header-subheader-bullet list format. Users can 
add new notes within each cluster or create new clusters. When the screen reader focus is on a note, users can use 
keyboard shortcuts to (d) edit, delete, or re-cluster the note or (e) request the note’s creator and color information. In 
the voting mode, users can (f) get a voting overview describing the total number of votes and highest voted notes and 
(g) use a checkbox to vote/unvote each note. 

settings to apply voice coding by creator or color (Figure 2a), 
although the default configuration applies a consistent voice. 

4.4 Design Goal 4: Support accessible ways 
to prioritize and select ideas 

Our formative study revealed that sighted participants adopt 
different techniques like adding emojis and using the built-in 
voting feature to express their preferences. However, none 
of these techniques for idea prioritization and selection are 
compatible with screen readers. To address this, Idea11y in-
corporates an accessible voting mechanism within the text 
outline. Once users are done with adding ideas in the Brain-
storming (i.e., idea generation) mode, they can switch to the 
Voting mode in the settings (Figure 2a). The Voting mode has 
a similar structure as the Brainstorming mode, including a 
list of notes under frames and clusters. The main difference is 
that users can now vote/unvote ideas by clicking the checkbox 

beside each note and hear the total number of votes a note 
has (Figure 2g). The voting overview section (Figure 2f) pro-
vides information about the total number of votes added by 
all users and the highest number of votes a note has received. 
The ‘Highest Voted Note’ button announces the content of the 
note(s) most favored by collaborators. Users can also restart 
the voting session by pressing the reset button. Thus, Idea11y 
supports a comprehensive ideation workflow from idea gen-
eration to idea selection and introduces a novel, accessible 
voting mechanism. 

4.5 Implementation Details 
We implemented Idea11y using React and TypeScript and inter-
faced with Miro Web SDK [15] to extract whiteboard element 
attributes and metadata. The backend was developed in Python 
using Flask [12]. We deployed Idea11y on Vercel [2] and hosted 
the server using Heroku [16]. To identify clusters based on 
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Figure 3: Idea11y conveys collaborators’ real-time location in three ways. (a) Clicking the collaborator’s name button 
in Board Overview announces the frame, cluster, and note content where the collaborator is. (b) Pressing the jumping 
shortcut at any time redirects screen reader focus to the note where the collaborator is. (c) When the screen reader user 
arrives at a note where the collaborator is (or vice versa), an alert is automatically played. This alert can be customized 
in the settings to be earcon, speech, both, or none. 

spatial proximity, we applied DBSCAN algorithm [45] on the 
elements’ coordinates. Other types of clustering was deter-
mined by directly analyzing element attributes (e.g., color and 
frames). For each cluster, we generated a text summary using 
a large language model API (gpt-4o-mini by OpenAI). To en-
able real-time synchronization of collaborative data, we used 
Firebase Realtime Database [7] to store user actions and loca-
tions. We used Web Speech API [13] text-to-speech service to 
assign voice profiles to collaborators, including four different 
English-speaking voices. 

5 User Evaluation: Method 
We conducted one-on-one evaluation sessions with thirteen 
BLV users and collaborative ideation sessions with six BLV-
sighted dyads to investigate how ability-diverse teams may 
use Idea11y to brainstorm together. 

5.1 Participants 
We recruited 13 BLV participants (3 female, 10 male, aged 18– 
54) through our research network and snowball sampling. Par-
ticipants rated themselves as expert (𝑛 = 11) or intermediate 
(𝑛 = 2) screen reader users. All had collaborative ideation expe-
rience; however, most (𝑛 = 10) reported little to no familiarity 
with digital whiteboards. Seven reported some whiteboard-
ing experience for work or class purposes, although those 
were limited to basic functionalities of reading board content 
created by others and adding sticky notes. For collaborative 
work, they primarily used writing tools like Google Docs and 
Microsoft Word (𝑛 = 12), presentation tools like Google Slides 
and Microsoft PowerPoint (𝑛 = 11), and spreadsheets like 
Google Sheets and Microsoft Excel (𝑛 = 11). They had expe-
rience collaborating with sighted people (𝑛 = 12) and people 
with visual (𝑛 = 8) and non-visual disabilities (𝑛 = 4). 

Following this study, we invited BLV participants to attend 
a collaborative ideation session using Idea11y as part of a 

BLV-sighted dyad. Six participants (B1–B6) agreed to join 
the sessions. Among them, B4 and B6 participated with a 
known sighted collaborator (S4, S6), although these sighted 
collaborators had limited familiarity with whiteboarding. To 
gather complementary perspectives, we recruited four sighted 
participants with extensive whiteboarding experience (but 
little to no interaction with BLV people) to pair with B1, B2, 
B3, and B5. Tables 8 and 9 in the Appendix respectively present 
BLV and sighted participants’ details. 

5.2 Study 1: Individual evaluation sessions 
with BLV screen reader users 

The first author conducted one-on-one sessions with BLV par-
ticipants via Zoom between March–April 2025. We adopted 
a within-subjects design where participants completed the 
tasks using Idea11y and a baseline interface (Miro) on two 
similar test boards that varied only in content. Prior to the 
sessions, we emailed participants instructions for installing 
Miro and Idea11y. The sessions started with briefly familiariz-
ing participants with the composition and purpose of digital 
whiteboards. We used the analogy of header-subheader-bullet 
list (e.g., board as a document, frame as a header, cluster as 
subheader, and sticky notes as bullet points), given that BLV 
people often use this format for brainstorming on writing 
tools [41]. Next, we guided participants to the test boards mod-
ified from a board in formative study. Each test board had 17 
sticky notes in 3 different colors arranged in 1 frame and 4 
spatially distributed clusters. The notes were created by two 
user profiles. We gave participants two common-knowledge 
brainstorming topics (one per each board): how to improve 
public transport or online news reading experience. The in-
terface conditions and test boards were counterbalanced to 
control the order and learning effects. 
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For each task, we first explained how to complete it with 
screen readers and then asked participants to try indepen-
dently. The researcher played the role of collaborators through 
two different profiles to invoke the collaborative features. To 
capture participants’ authentic impressions, we asked them 
to share their perception of the feature before explaining the 
actual functionality. Participants performed tasks in four cate-
gories. 

(1) Reading content and collaboration information: Partici-
pants were asked to read through all the sticky notes 
and cluster summaries. Next, they had to find specific 
notes (e.g., mentioning public transport safety), navi-
gate to the note where a collaborator was working on, 
and get the color and creator information of a note. 

(2) Manipulating board content: Participants performed a 
series of manipulation actions to the sticky notes: add 
a new note, edit the text and color of a note, delete a 
note, and move a note to a different location or cluster. 

(3) Understanding voice coding: Participants read content 
by applying different voice settings. 

(4) Voting: Participants were asked to switch to the Voting 
mode to examine all the ideas and and vote on their 
favorite ones. 

After completing each task category, participants rated on 
their effectiveness on a 5-point Likert scale and provided open-
ended feedback. We also asked participants to rank Idea11y 
and the baseline (Miro) and share their rationales. Some fea-
tures in task categories 1, 3, and 4 were unavailable or inac-
cessible on Miro. Hence, participants performed them with 
Idea11y only. Table 10 in the Appendix includes the Likert 
statements and open-ended questions. 

During the sessions, seven participants used JAWS screen 
reader, four used NVDA, and two used VoiceOver. Each session 
lasted 90–110 minutes. Participants received 45 USD each via 
Amazon gift cards or Venmo. Based on participants’ feedback, 
we made updates to Idea11y, such as added keystrokes for 
jumping to collaborators, modified collaborator cursor settings, 
and allowed exporting the text outline as Word document. 

5.3 Study 2: Collaborative ideation sessions 
with BLV-sighted dyads 

We conducted ideation sessions with six BLV-sighted dyads 
between April–May 2025. BLV participants used Idea11y and 
sighted collaborators used Miro (except for voting). Each ses-
sion began with a one-on-one refresher of Idea11y with BLV 
participants. After sighted participants joined, we conducted 
an ice-breaker activity where both participants shared their 
favorite food or drinks on a whiteboard to build rapport [112] 
and gain familiarity with system functionalities. When needed, 
we introduced inexperienced sighted participants to relevant 
Miro features. 

Next, participants brainstormed on “how to make remote 
collaboration engaging.” We chose this topic because all partic-
ipants were likely familiar with remote work. We provided a 
starter board that contained five sticky notes: one light yellow 

note stating the brainstorming topic and four orange notes 
with example ideas. We gave participants three high-level 
tasks for three phases of ideation: add as many ideas as pos-
sible on sticky notes (idea generation), organize ideas into 
clusters (idea categorization), and select two ideas by voting 
(idea selection). To capture naturalistic interactions, we neither 
enforced the use of particular features nor required partici-
pants to memorize keystrokes. Instead, we offered reminders 
for keystrokes as needed. To encourage participants to freely 
express their thoughts, we mentioned that their idea quality 
would not be judged. 

Finally, two researchers conducted a one-on-one, debrief 
interview with BLV and sighted participants in separate break-
out rooms, where they collected participants’ ratings of Idea11y 
(BLV) or Miro (sighted) on the Creativity Support Index [32]. 
We probed participants for their thoughts on using Idea11y (or 
Miro) for brainstorming and the tradeoffs for using Idea11y 
compared to other tools. Each session lasted 90–110 minutes. 
BLV participants received 45 USD each and sighted partici-
pants received 30 USD each (they joined later and stayed for 
only 60 minutes) via Amazon gift cards or Venmo. 

5.4 Data Analysis 
All sessions were recorded and transcribed for analysis. In 
both studies, BLV participants shared their screen and com-
puter sound (for capturing screen reader utterances) via Zoom. 
Sighted participants in Study 2 muted the shared computer 
sound on their end to minimize distraction; they could still 
hear others talking. 

Qualitative analysis: Following reflexive thematic anal-
ysis method [28], the first author open coded all transcripts 
on Condens [1], taking a combination of inductive and deduc-
tive coding approach. Our deductive codes were informed by 
prior work on supporting accessible collaboration awareness 
[39, 40, 77] and design of auditory cues [91], while our induc-
tive codes captured the nuances of BLV users’ whiteboarding 
experience (e.g., how they understood sticky notes’ spatial 
positioning and implicit connection between notes). 

To examine BLV-sighted dyads’ interaction with the sys-
tems and with each other, we analyzed video recordings fol-
lowing multimodal interaction analysis [43]. For this, the first 
author repeatedly watched the videos alongside participants’ 
screen reader utterances to identify salient interactions, for 
example, BLV participants editing notes to provide feedback, 
initiating joint attention using the jumping shortcut, and re-
ordering notes by coordinating with sighted collaborators. We 
wrote down minute details of unique vignettes selected for 
deeper analysis. All coauthors met regularly to compare data 
and codes. Through an iterative process, codes were aggre-
gated and refined into final themes that captured perceived 
benefits and tradeoffs of Idea11y features and how partici-
pants made use of Idea11y to perform collaborative ideation 
routines. 

Quantitative analysis: To calculate whether there were 
significant differences between BLV participants’ Likert-scale 
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ratings of Idea11y and the baseline in Study 1, we performed 
non-parametric, Wilcoxon signed-rank test [125], given that 
our data was not normally distributed and the sample size 
was small. For statements where comparative analysis was not 
feasible (e.g., tasks that were entirely inaccessible on Miro and 
performed on Idea11y only), we report descriptive statistics of 
ratings (mean, SD). Due to technical difficulties, B9 could not 
complete some tasks in Study 1. For quantitative comparison, 
we replaced B9’s data with B13’s data who completed the tasks 
under the same condition. We kept B9’s data for qualitative 
analysis. 

6 User Evaluation: Findings 
We first present BLV participants’ opinions on the effective-
ness of Idea11y features compared to the baseline, Miro (Sec-
tion 6.1). Next, we discuss how they used Idea11y for collabo-
rative ideation with sighted collaborators (Section 6.2). 

6.1 Assessment of Idea11y features 
Overall, 12 out of 13 participants preferred Idea11y over Miro 
for collaborative ideation, while B2 had no preference. Partic-
ipants were excited about incorporating Idea11y in various 
professional contexts including online tutoring (B4), design 
(B2), and “collaborating in general” (B8). Below we present 
their reactions to Idea11y features and their perceived benefits 
and tradeoffs. 

6.1.1 Hierarchical, cluster-based representation. Participants 
shared that they could read board content easily and efficiently 
using Idea11y’s text-based outline. Specifically, Idea11y sig-
nificantly enhanced their understanding of how sticky notes 
were grouped compared to the baseline (𝑍 = −2.55, 𝑝 < 0.05). 
They also felt it was easy to understand the overall board in-
formation, including the number of clusters, active users, and 
colors (mean = 4.38, SD = 0.87). Some participants thought that 
Idea11y’s hierarchical, cluster-based representation helped 
them “visualize” and build a mental map of the board. B8 was 
especially excited about this: “[Google] JamBoard, it’s designed 
very visually, there’s no speech feedback. This (Idea11y) was 
just super easy and everything was arranged so neatly. I could 
visualize the way that it was in my head.” Relatedly, partici-
pants appreciated Idea11y’s use of conventional, header-based 
navigation techniques, which allowed them to use their famil-
iar shortcuts to “easily navigate through each of the categories” 
(B5) and quickly find content. B1 added that Idea11y simulated 
a “semantic interface” with “good page structure and headings” 
which “makes it easy and intuitive for a practiced screen reader 
like myself to use.” 

Despite these benefits, participants felt that they could not 
figure out the spatial arrangement of notes within a cluster 
or on the board, since Idea11y presented the notes in a list 
format. B2 said, “I’m still a spatial thinker and like to organize 
things through mental mapping... This (Idea11y) is very linear. 
So there isn’t any spatial positioning information about where 
those clusters are and the size of them.” This raised concerns 
about coordinating with sighted collaborators who may refer 

to a note by its relative spatial position. B6 explained, “When 
sighted people describe things... They’ll just tell you, ‘Go to the 
middle, it’s in the middle row on the left.’” This challenge per-
sisted on Miro as well. Although screen reader users could 
navigate notes using arrow keys and understand a note’s im-
mediate horizontal or vertical neighbors [6], they did not get 
sufficient information to construct an overall mental map of 
a cluster or the board. B2 described, “I can move in all the 
directions... but to have an overall layout, that’s more spatial 
[information] that is still missing.” Moreover, Miro’s arrow key-
based navigation did not provide information about clusters 
or distances between the notes, leading to a misconception 
among seven participants that the notes were organized in a 
grid layout. 

Furthermore, Miro’s navigation did not align with the logi-
cal reading order, whereby the arrow keys traversed to notes 
that were on the left/right/above/below relative to the pre-
vious note but conceptually unrelated and placed far apart. 
B7 expressed frustration: “It’s not laid out in any logical way 
that I can make out, especially from a linear perspective as a 
screen reader user.” In the absence of contextual information, 
it was also difficult to track visited notes. Participants ended 
up reading the same notes repeatedly or skipping notes. In 
contrast, Idea11y presented all notes arranged by frames and 
clusters, making it easier for participants to comprehend the 
relationship between ideas and minimizing their chances of 
unintentionally skipping or repeating notes. 

6.1.2 Reading note content. Participants appreciated that Idea11y 
delivered note text in a concise and straightforward manner 
with low verbosity while leaving additional details about its 
creator and color upon request through keyboard shortcuts. 
B8 exclaimed, “I like how no nonsense and just boom boom it 
is... It spoke nothing but the element and I just heard it right 
away.” In contrast, Miro announced extra information (e.g., 
color, keystrokes to enter or exit frames, etc.) while reading a 
note, which participants found cognitively overwhelming. B3 
stated, “It’s got too much information that when you’re trying 
to actually get to the content, it can be a little distracting. Like 
green sticky note or whatever. I don’t always need that infor-
mation.” Thus, Idea11y’s on-demand note details streamlined 
screen reader users’ reading experience. 

6.1.3 Cluster summary. Most participants could easily under-
stand what each cluster was about from Idea11y’s AI-generated 
cluster summary. They commented that the summary was “fas-
cinating” (B6) and “cool” (B3). However, B7 was confused about 
the timing and purpose of the cluster summary that were auto-
updated in real-time, since it mismatched with his regular 
brainstorming workflow where themes were pre-defined by 
collaborators, such as clusters of “what worked” and “what 
didn’t work” (B7). This concern could be addressed by allow-
ing users to customize each cluster’s (user-generated or AI-
generated) summary/theme and show, hide, or edit its content 
on demand. 



Idea11y: Enhancing Accessibility in Collaborative Ideation for Blind or Low Vision Screen Reader Users CHI ’26, April 13–17, 2026, Barcelona, Spain 

I could easily understand what notes were on the board. 

I could easily find a particular note on the board. 

I could easily understand how notes were grouped on the board. 

I could read through all the notes quickly. 

I could easily find out the color of a note. 

I could easily add a note. 

I could easily move a note to where I wanted it to be. 

I could easily edit the text of a note. 

I could easily edit the color of a note. 

I could easily delete a note. 

Number of Participants 

It was easy to learn how to perform these actions on a note. 

I could easily understand where the new note I added was located. 

(Idea11y)(Idea11y) 

(Baseline) 

(Idea11y) 
(Baseline) 

(Baseline)(Baseline) 

(Baseline)(Baseline) 

(Baseline)(Baseline) 

(Baseline)(Baseline) 

(Idea11y) 

(Idea11y) 

(Idea11y) 

(Idea11y) 

(Idea11y) 

(Baseline)(Baseline) 
(Idea11y) 

(Baseline) 

(Idea11y) 

(Baseline) 

(Idea11y) 

(Baseline) 

(Idea11y) 

(Baseline) 

(Idea11y) 

(Baseline) 

* 

* 

** 

** 

* 

** 

** indicates p<0.01,  * indicates p<0.05 

Strongly Disagree Disagree Neutral Agree Strongly Agree 

0 2 4 6 8 10 12 

0 2 4 6 8 10 12 

Figure 4: Distribution of BLV participants’ (n=12) ratings for Idea11y and the baseline interface in Study 1 (from 1: 
Strongly Disagree to 5: Strongly Agree). Compared to the baseline, on Idea11y, participants found it significantly 
easier to understand how notes were grouped, understand where a newly added note was located, add, edit, or move a 
note, and learn to perform these manipulation actions on the notes. 

6.1.4 Manipulation actions on the notes. Participants felt that 
compared to the baseline, they could easily add a note (𝑍 = 
−2.52, 𝑝 < 0.05), understand where the added note was located 
(𝑍 = −2.80, 𝑝 < 0.01), move a note to where they wanted 
(𝑍 = −2.93, 𝑝 < 0.01), and edit its text (𝑍 = −2.09, 𝑝 < 0.05) on 
Idea11y (Figure 4). Additionally, they found that performing 
these manipulation actions Idea11y was significantly easier to 
learn (𝑍 = −2.80, 𝑝 < 0.01). 

Our video analysis provided deeper insights into the chal-
lenges that participants encountered on Miro and how Idea11y 
addressed them. On Miro, participants ended up creating multi-
ple empty sticky notes, potentially because it required the user 
to press ‘Escape’ to submit a note after editing, or otherwise 
they remained stuck in the note’s editing field. This caused 
frustration among participants who then triggered unintended 
actions (e.g., creating empty notes). Moreover, Miro neither 
provided options to specify the location of a new note nor 
confirmed where the note was placed. If the user was reading 
a note immediately before adding a new one, the new note 
would be placed on top of the previously visited note, which re-
sulted in participants unknowingly creating overlapped notes. 

Moving notes to a new location was even more confusing, 
since Miro did not provide meaningful screen reader feedback 
other than specifying the moving directions. B1 questioned, 

“When I press left [key] one time, how much does it move it 
(the note)? Does it move it left by a column or something?” B2 
likewise pointed out the lack of details about the note’s new 
surroundings: “There’s not a lot of feedback in terms of where 
I’m moving this auditorily... Like how far it’s moved, if it over-
laps another sticky note, or even if it doesn’t overlap, where in 
relation the sticky note is now to the ones that are around it.” In 
the absence of such contextual information, BLV participants 
had to rely on confirmation from sighted collaborators (or 
researchers) whether or not a note was moved to their desired 
location. In contrast, they considered Idea11y’s features for 
adding, editing, or moving notes easier, efficient, and more 
intuitive, as they could directly add/edit a note within a cluster 
or reposition a note by choosing its final destination from a 
dropdown list of clusters and immediately get a confirmation 
of the cluster in which a note was added or moved to. 

Participants also suggested improvements to Idea11y’s note 
editing process. Some were confused about the order of notes 
within a cluster in Idea11y’s outline. This was because Idea11y 
ordered notes according to their coordinates on the board (e.g., 
the top note within a cluster would be the first in the list, 
the leftmost cluster will be cluster 1, etc.). Hence, a new note 
added by a BLV user could be positioned in the middle of the 
list, if its position on the board was in the middle of the cluster. 
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Table 1: BLV participants’ (n=6) interactions with Idea11y features during the collaborative ideation sessions (Study 2). 
We list how many times a participant used the following features: add, edit, move, or vote on notes, request a note’s 
information (creator and color), jump to a collaborator’s location, and receive a push notification when running into a 
collaborator’s cursor on the same note. ‘Time’ denotes the total time spent on the brainstorming task. Technical issues 
with screen reader focus jeopardized some interactions during B1’s session (denoted by -). ‘Get Note Info’ was the least 
used feature across all sessions, potentially because BLV participants could identify the note creator by process of 
elimination (since there were only one creator except themselves), and showed little interest about note color. 

Participant Add Note Edit Note Move Note Get Note Info Vote Jump to Collaborator Cursor notification Time (min) 
B1 2 1 0 0 2 - 10 32 
B2 9 0 4 0 2 4 4 28 
B3 4 3 4 0 2 1 1 24 
B4 7 0 1 2 7 0 0 25 
B5 3 0 3 0 6 1 1 36 
B6 6 0 0 0 6 6 9 41 

Average 5.2 0.7 2 0.3 4.2 2.4 4.2 31 

This mismatched with participants’ expectation of the notes’ 
ordering, where they expected the most recent note to appear 
at the end of the list. B4 stated, “It didn’t make sense [because] 
it wasn’t an alphabetical or a timeline logical order.” Some 
participants desired flexibility in changing the order of the 
clusters or notes within each cluster. For example, B9 wanted 
to “move [notes by] its priority, up or down.” This indicates that 
sorting sticky notes within a cluster chronologically by default 
while allowing users to reorder could make the board content 
more intuitive and easier to track. 

6.1.5 Collaboration information. Overall, participants appre-
ciated the ability to understand collaborators’ real-time loca-
tion and past activities on the whiteboard, which were inacces-
sible on Miro. B3 expressed enthusiasm about Idea11y: “If this 
was available, I will start introducing it to my team tomorrow 
because we do a lot of collaborative things. And this is really 
very easy and functional and it gives me great understanding 
of what’s going on when someone’s presenting.” Specifically, 
participants felt that they could easily find out which note a 
collaborator was on (mean = 4, SD = 0.82) and who created 
what note (mean = 4.08, SD = 1.32). They appreciated getting 
on-demand collaborator information by pressing keystrokes, 
which did not interfere with their reading flow. B3 commented, 
“That is very cool because... I can just read the notes and if I want 
to know who did it... It doesn’t have to interrupt.” Participants 
also liked that they did not need to depend on transient no-
tifications for important details about note creator/color or 
collaborator location. B5 stated, “If you missed it, you could 
click it again and hear it.” 

Participants felt that the real-time alerts for collaborators’ 
co-presence on the same note made them aware of possible 
cursor collisions, which is necessary for multiple people to 
work in a shared workspace [39]. B8 explained, “Any document 
platform where you’re all on the same floor, you can collide with 
each other. It’s hard to tell who’s doing what and it’s hard to 
tell where each thing is... [on Idea11y ] I can do this without 
having to worry about cursors colliding.” However, participants 

expressed mixed opinions regarding whether push notifica-
tions about collaborators (e.g., joining/leaving the board or 
co-presence) disrupted their workflow (mean = 2.92, SD = 
1.26). Six participants (B1, B2, B4, B5, B7, B9) reported that 
the notifications could be disturbing, especially when many 
collaborators worked together [39, 40]. B11 explained, “While 
those [alerts] are really good, there are only two people in this 
board right now. I literally have boards at work that have maybe 
8–9 people in it.” 

6.1.6 Voice coding. Six participants (B2, B3, B5, B9, B10, B13) 
appreciated voice coding as an efficient way to convey cre-
ator and color information. B3 explained, “Once I know what 
color that voice is, it’s easier to just interpret the whole clus-
ter as I go through, and it’s one less thing to distract from the 
content.” Participants agreed that they could easily differenti-
ate the voices for different creators (mean = 4.15, SD = 0.69) 
and colors (mean = 4, SD = 0.91) on the test board that had 
two creators (except the participant) and three colors. How-
ever, the number of collaborators or colors could affect the 
perceived ease of differentiating voices [40]. B6 described a 
scenario where memorizing voice profiles could be cognitively 
overwhelming: “If we’re in a meeting and we’re talking about 
ideas and then I have to pay attention to which voice is reading 
which sticky note. I have to remember the voice associated with 
either the color or the user, plus the voice of the screen reader, 
plus the voice of the people in the meetings.” Additionally, B1, 
B9, and B10 felt that mapping voices to creators was more 
intuitive than colors, given the natural association between 
voices and human. B1 said, “It wasn’t automatically making 
sense why I was hearing different voices [for colors].” Some par-
ticipants wanted to customize the voice profiles depending on 
collaborators’ gender (B6) or their individual audio processing 
preferences like speech rate (B9, B12). 

6.1.7 Voting feature. Participants were generally satisfied 
with the voting feature and used it several times for voting 
on ideas during Study 2 (see Table 1). They felt it was easy 
to know which ideas were preferred (mean = 4.25, SD = 0.75) 
and express their own preferences (mean = 4.42, SD = 0.67). 
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Table 2: BLV and sighted participants’ ratings of Idea11y 
and Miro respectively in Study 2 using the 10-point Cre-
ativity Support Index (CSI) scale [32] (ranging from 1: 
highly disagree to 10: highly agree). BLV participants 
rated higher mean scores for Idea11y on ‘Expressiveness’ 
and ‘Immersion’ compared to sighted participants’ rat-
ings for Miro on these two factors. 

BLV (Idea11y) Sighted (Miro) 
Dimension Mean SD Mean SD 
Collaboration 7.75 2.42 8.50 0.80 
Enjoyment 7.58 1.93 8.67 1.07 
Exploration 7.08 1.83 7.75 1.76 
Expressiveness 7.50 2.11 6.92 1.56 
Immersion 5.58 2.61 5.33 2.46 
Results Worth Effort 6.83 2.29 8.17 1.27 

They also found the voting overview about the total votes 
and highest voted notes useful (mean = 4.67, SD = 0.65). B11 
stated, “I think the most useful [feature] really is voting. I’m 
pretty impressed by it. Because I haven’t seen a lot of interfaces 
do this super well, where you can really get a good sense of the 
votes that are currently there and you could check the ones that 
you want to vote yourself.” To improve the voting feature, B7 
recommended sorting sticky notes across all clusters where 
the ones receiving higher votes would be placed at the top of 
the list. 

6.2 Using Idea11y for collaborative ideation 
in BLV-sighted dyads 

Our analysis of Study 2 data revealed how BLV participants 
used Idea11y alongside sighted collaborators to express ideas, 
track others’ activities, provide feedback, initiate joint atten-
tion, and coordinate actions to synthesize ideas. 

6.2.1 Expressing ideas by adding notes. Throughout the col-
laborative ideation sessions, BLV participants demonstrated 
active engagement in the idea generation process. Table 1 
summarizes their interaction with Idea11y, which reveals that 
they added 5.2 sticky notes on average (lowest 2 by B1 and 
highest 9 by B2) to express ideas. Especially B2 and B4 added 
considerably higher number of ideas than their sighted peers 
(B2: 9 notes versus S2: 5 notes; B4: 7 notes versus S4: 3 notes). 
Participants’ ratings on the CSI scale corroborate this observa-
tion (Table 2). BLV participants reported higher mean scores 
for Idea11y regarding ‘Expressiveness’ and ‘Immersion’ than 
sighted participants’ mean scores for Miro on those two factors. 
While the populations evaluating the two interfaces are differ-
ent and thus a direct comparison is not feasible, the CSI scores 
combined with our qualitative analysis allude that Idea11y 
may have helped BLV participants express their ideas by mak-
ing the note creation process easier and get immersed in the 
ideation activity by reducing technological frictions. Moreover, 
BLV participants’ mean scores for Idea11y regarding ‘Collab-
oration’ (7.75) and ‘Enjoyment’ (7.58) are moderately high, 

signaling that Idea11y may have supported them in perform-
ing collaborative tasks and made the whiteboarding process 
enjoyable for them. This is exemplified by B5’s reflection on 
her ideation experience with Idea11y: “It was really fun. It made 
me really use my brain and think... This was actually better the 
second time around (Study 2) because I was able to really engage 
more with it.” Although we did not ask sighted participants to 
interact with Idea11y, they commented on Idea11y’s effective-
ness. S1 said, “I keep paying attention to Idea11y about different 
clusters ... I feel like it’s helping organize the ideas better than the 
sticky notes [on Miro]... I felt a little bit jealous because he (B1) 
can edit it from Idea11y, but I can only edit from the sticky notes.” 
This comment hints at the broader applicability of Idea11y’s 
hierarchical, text-based representation of idea clusters. 

6.2.2 Monitoring collaborators’ current and past activities. Our 
analysis revealed that BLV participants, especially B2 and B6, 
frequently used the jumping shortcut to monitor what and 
where their collaborators were working and to be “on the right 
track” with them (Table 1). B2 shared, “I ended up relying on 
ctrl+alt+2 to jump to where they were a lot... Once I finished 
adding my notes. Just to see what they were doing periodically.” 
BLV participants also used the shortcut for pulling a note’s 
creator information to review their collaborators’ past activi-
ties. The vignette in Table 3 shows this interaction, where B4 
is reading through all the notes to prepare for discussing ideas. 
In Line 1, he utilizes the shortcut to pull creator information 
and finds a note added by S4. He verbally checks with S4 how 
many notes S4 has added (Line 2). Upon learning from S4 that 
she has added two notes in total, B4 continues reading and 
arrives at a note that he assumes to be created by S4 (Line 6). 
He then presses the shortcut again to get confirmation on the 
note’s creator (Line 7). Later, B4 reflected on this: “I do like it 
(pulling creator information)... They did allow me to see which 
one hers were. I asked her how many she did because I thought 
she only had one. She said two, so I was able to use that [infor-
mation] to find the other one.” This vignette also indicates that 
giving screen reader users an option to directly request the 
total number of notes added by individual collaborators could 
further streamline their ideation workflow, because otherwise 
they need to rely on verbal clarification from collaborators. 

Our analysis also revealed a limitation of Idea11y which 
hampered sighted users’ understanding of BLV collaborators’ 
real-time activities. Although BLV users’ note manipulation 
actions (e.g., add, edit, move, or delete) in the text outline were 
transformed to the Miro board in real-time, the movement 
of their screen reader focus was not visually rendered on the 
board. Hence, sighted participants found it difficult to track 
their BLV collaborator’s location. During the session, S1 first 
muted B1’s screen reader utterances (shared via Zoom) on her 
end but later unmuted it to follow “where he (B1) is at and what 
he is hearing.” However, this workaround was not optimal, as 
collaborators’ screen reader utterances became distracting to 
sighted users. Therefore, S1, S2, and S3 recommended visually 
showing BLV users’ screen reader focus on the whiteboard 
canvas to “mimic cursor interaction” (S3). 
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Table 3: B4 finds out what ideas are added by his sighted collaborator, S4. SR: Screen reader speech. 

1 (B4 presses the shortcut to get creator and color information of a note.) 
2 B4: Violet color, [I] see it. You only had one of them (notes), S4? 
3 S4: I had two [notes]. 
4 B4: Two? 
5 (B4 continues reading to find another note created by S4.) 
6 B4: Create breakout rooms (note text). Let me see. That’s her. 
7 (B4 presses the shortcut to confirm the note’s creator.) 
8 SR: Creator S4, Color Violet. 
9 B4: Yep, I see right here. OK, perfect. 

B4 finds the second note. 

B4 presses the shortcut to 
get the creator and color. 

“Creator: <S4>, Color: Violet” 

Line 8 

Line 6 

Line 1 

B4 finds the first note 
created by S4.

 Idea11y Miro 

Brainstorming 
prompt: How to 
make remote 
collaboration 

more engaging? 

Example 
Participant: 

Alex 

add 
icebreakers 

Share 
thoughts. 

Have open 
discussions. 

Create 
breakout 

rooms 

Share 
summaries 
and notes 

after 
meetings 

add short 
breaks 

during the 
meeting 

include 
interactive 

games during 
the meeting 

S4’s sticky notes 

6.2.3 Providing feedback by editing notes. While we divided 
the ideation activity into different stages (generating, catego-
rizing, and selecting ideas) to encourage divergent and con-
vergent thinking [59], many participants engaged in these 
processes interchangeably starting from the early phases of 
ideation by reviewing their collaborator’s ideas and sharing 
feedback. The vignettes involving B3 and S3 in Table 4 demon-
strate this interaction. Here, B3 jumps to S3’s location using 
the keyboard shortcut and reviews the notes S3 has added 
(Line 1). B3 then edits a note created by S3 to indicate her ap-
proval of the idea (Line 3), which S3 acknowledges by verbally 
thanking her (Line 4). Later, B3 edits another note created by 
S3 to expand on S3’s suggestion to use whiteboards (Lines 
6-8). In this example, B3 made use of Idea11y’s note editing 
feature to exchange feedback, given the lack of a direct fea-
ture (e.g., commenting) to support this action. Interestingly, 
how B3 reappropriated the editing feature for a different task 
was not guided by the researcher or the sighted collaborator, 
illustrating that BLV users actively repurpose technological 
features to perform intended tasks that are not supported by 
default. B3 also wanted options to incorporate “expressions, 
reactions, emojis... just to keep the conversation going without 
having to extra type things, but to know that you are engaged in 
that particular note.” This suggestion matches sighted people’s 

use of emojis to convey preferences of ideas, as found in our 
formative study. 

6.2.4 Maintaining joint attention. Our BLV and sighted partic-
ipants adopted two primary approaches to direct each other’s 
attention to a point of interest: using Idea11y’s jump to col-
laborator shortcut and verbally referring to a cluster/frame. 
Table 5 illustrates an instance where B6 and S6 initiated joint 
attention by using the jumping shortcut. At first, B6 feels un-
certain about where to add a new note, so she decides to put 
it closer to where S6 is working. As B6 articulates her intent 
(Line 1), S6 verbally describes her cursor location. However, 
S6’s description is vague (“where the prompt is” ; Line 2). When 
B6 tries to confirm whether it is in cluster 1 (Line 3), S6’s 
response is still ambiguous (“somewhere there” ; Line 4). At 
this point, B6 requests S6 to retain her cursor at a note (Line 
6). S6 follows the request and verbally notifies B6 after se-
lecting a note (Lines 7-8). B6 then jumps to S6’s location by 
pressing the shortcut (Line 10). Upon jumping, B6 immediately 
hears the earcon, which provides her the confirmation that 
she has arrived at S6’s location (Lines 11-12). This vignette 
illustrates that in the absence of clear verbal guidance from the 
sighted collaborator about their location, the jumping shortcut 
combined with the earcon provides a powerful mechanism 
to achieve common ground [60]. Later, B6 and S6 followed a 
similar workflow (select-then-jump) to initiate and maintain 
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Table 4: B3 uses the note editing feature to provide feedback to her sighted collaborator, S3. SR: Screen reader speech. 

1 (B3 jumps to S3’s cursor location and reads a sticky note created by S3.) 
2 B3: I love this. 
3 (B3 edits the note to append “Love this idea!”) 
4 S3: Oh, thank you! 

... 
5 (B3 reads another note created by S3.) 
6 SR: Use interactive whiteboards like miro or figjam. 
7 B3: I’m just gonna say that. 
8 (B3 edits the note to append “I would do that more often but most interactive boards are 

inaccessible...that-s why it-s great to test this!”) 

Line 1 Line 3 Line 5 Line 8 

B3 triggers the editing field by keyboard shortcut. 

Idea11y 

Miro 

 add icebreaker 
 add short breaks during the meetin 
 send more custom gifs in the grou 
 build a shareable playlist: everyone adds a few liked 

songs then play the list during the work sessio 
 use interactive whiteboards like miro or figjam 

B3 provides feedback by editing the sticky notes. 

build a shareable 
playlist: everyone 
adds a few liked 
songs then play 

the list during the 
work session 

use interactive 
whiteboards like 
miro or figjam 

build a shareable 
playlist: everyone 
adds a few liked 

songs then play the 
list during the work 

session 
 
Love that idea! 

use interactive 
whiteboards like miro or 

figjam
 
I would do that more 

often but most 
interactive boards are 

inaccessible... that-s why 
it-s great to test this! 

 add icebreaker 
 add short breaks during the meetin 
 send more custom gifs in the grou 
 build a shareable playlist: everyone adds a few liked 

songs then play the list during the work sessio 
 use interactive whiteboards like miro or figjam 

a 

a a 

b 

b 

b 

joint attention. In that instance, S6 wanted B6 to check her 
recent edits; so she moved her cursor to the edited note and 
asked B6 to jump to her location, saying: “I’m going to select 
the sticky note and then find me.” B3 also mentioned that the 
jumping feature reduced her reliance on having sighted col-
laborators describe their real-time actions: “It’s hard to exactly 
know where they are or what they’re referring to, especially if 
they forget to verbalize that. So it’s very good to be able to track 
the speaker that’s presenting.” 

While Idea11y’s jumping shortcut assisted BLV users in 
rapidly finding their sighted collaborators’ locations, the re-
verse interaction was not as simple, since BLV users’ move-
ment of screen reader focus was not visible to sighted users on 
the Miro board (see Section 6.2.2). To address this, participants 
utilized Idea11y’s hierarchical outline to formulate naviga-
tional signposting cues for directing each other to a shared 
location. In one scenario, while locating B1, S1 suggested that 
they both go to cluster 2. B1 followed S1’s request and used 
the keyboard shortcuts for heading levels to quickly navigate 
to cluster 2 to join S1. 

6.2.5 Coordinating actions to synthesize and reorder ideas. 
BLV and sighted participants closely coordinated their next 
steps to synthesize the ideas. Often they started by review-
ing each other’s notes, verbally discussed how they would 
like to categorize the ideas, and then rearranged the notes 
accordingly. While in existing whiteboarding platforms, BLV 
participants must rely on their sighted collaborators [41] to 
move sticky notes around—a particularly challenging inter-
action to perform with screen readers (see Section 6.1.4), we 

observed that both BLV and sighted participants in four ses-
sions (2, 3, 4, and 5) simultaneously engaged in moving notes to 
different clusters (Table 1). Two important features in Idea11y 
supported this co-editing interaction. First, the feature to eas-
ily reposition a note from one cluster to another provided 
BLV participants the autonomy to make direct changes on 
the board. Second, the real-time notification for collaborators’ 
co-presence on the same note alleviated the uncertainty of 
BLV participants unknowingly making concurrent edits with 
their collaborators. We also noticed that sighted participants 
in these sessions did not dominate the interactions (e.g., to 
finish the tasks quickly). Instead, both BLV and sighted collab-
orators negotiated who would perform what parts of grouping 
tasks. After completing their assigned tasks, sighted collabo-
rators waited until the BLV participants finished reading and 
re-clustering their assigned notes. 

Still, technical frictions occurred occasionally, requiring 
closely coordinated actions on each collaborator’s part to han-
dle these breakdowns. Table 6 shows one scenario where B2 
adds a new note that stated the topic of all notes within a 
cluster. He verbally articulates his intent to place the topic 
note at the top of the bullet list in Idea11y’s outline (Lines 
1-2). However, since reordering notes within a list is not yet 
supported in Idea11y, S2 drags the topic note to the top of 
the cluster on Miro board (Lines 3), which is then automati-
cally reflected and reformatted in Idea11y’s outline. S2 also 
verbally confirms his action (Line 4). This create-then-reorder 
workflow happens each time B2 adds a topic note for other 
clusters (Lines 5-8). Thus, B2 and S2 successfully negotiated a 
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Table 5: B6 jumps to her sighted collaborator S6’s location to initiate joint attention. SR: Screen reader feedback 

1 B6: Wait, where is <S6>? Let me go to <S6>. I’ll just put it (the note) where she is. 
2 S6: Oh, I put the sticky note where the prompt is. 
3 B6: Oh, okay, so cluster 1. 
4 S6: Like somewhere there. 
5 B6: I see, let me find it really fast. 
6 B6: Can <S6> just keep your cursor there and then I can go to you? 
7 (S6 places her cursor on a note.) 
8 S6: OK, I’ve selected my sticky note. 
9 B6: OK, let me go there then. 
10 (B6 presses the keyboard shortcut to jump to S6’s location.) 
11 SR: (Plays earcon) List with one item ‘Active participation’. 
12 B6: It worked, okay. 
13 S6: Yeah, that’s me. 

Line 1 (Idea11y) Line 10 (Idea11y)Line 8 (Miro) 

S6 places cursor on a note 

B6’s screen 
reader focus 

B6 jumps to 
S6’s location 

Brainstorming 
prompt: How to 
make remote 
collaboration 

more engaging? 

Example 
Participant: 

Alex 

add 
icebreakers Active 

participation 

add short 
breaks 

during the 
meeting 

include 
interactive 

games during 
the meeting 

closely-coupled routine to accomplish the task without one 
dominating the activity, even though Idea11y only partially 
supported B2’s desired action. 

Conversely, we noticed two dyads (B1-S1, B6-S6) adopting 
a stratified-division approach [83], where the BLV participant 
verbally shared how they would like to reorganize the notes 
while the sighted participant performed the actual moving 
actions on the board [83]. This happened potentially due to 
some technical issues. B1’s screen reader focus frequently 
got redirected to unintended locations, making it difficult for 
him to directly move notes. In B6’s case, she opted to read 
note content on her braille display instead of listening to the 
screen reader’s auditory output. Therefore, it took her rela-
tively longer to review all the notes, and meanwhile S6 finished 
reorganizing the notes according to their verbal discussion. 

7 Discussion 
Drawing from our findings, we interrogate visual-centric as-
sumptions embedded in established ideation theories and tech-
nologies and reimagine more accessible alternatives. 

7.1 Reconceptualizing Visual-Centric 
Design Principles in Creative Ideation 

Advancing accessible collaborative ideation requires critically 
examining how foundational theories of creativity support 

tools implicitly privilege visual modalities. Established frame-
works like the Geneplore model [50, 51] position “visual pat-
terns and object forms” as the most fundamental “preinventive 
structures” that spark creative thinking [29, 50], while Shnei-
derman [115]’s design principles emphasize visual strategies 
such as sketching, concept mapping, and information visual-
ization as pathways to exploratory search and reaching the 
“Aha!” moment of creative breakthroughs. These theoretical 
foundations have directly informed the design of modern dig-
ital whiteboards, where sticky notes serve as visual repre-
sentations of preinventive structures [22, 67], images provide 
inspirational reference materials [73, 74], and sketches help 
expand and refine concepts [33, 82]. 

This visual-centric paradigm, although beneficial to sighted 
users, excludes BLV individuals from collaborative ideation, 
potentially eliminating their roles as designers, makers, and 
creative practitioners [41, 61]. Our work reveals how white-
boards embed numerous implicit visual norms that help sighted 
users instinctively interpret information but are completely 
inaccessible to BLV users. These include, for example, visual 
attributes of elements (e.g., color, size, shape) that are adjusted 
to differentiate and convey salience of ideas, spatial arrange-
ment that denotes how ideas are related (e.g., clustering by 
theme), and dynamic features that help establish collaboration 
awareness (e.g., real-time cursor movement). Critically, while 
individual board elements (e.g., sticky notes) may be techni-
cally readable by screen readers, the relational and structural 
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Table 6: B2 and S2 coordinate with each other to reorder notes within a cluster. 

1 B2: Is there any way to move some of the notes around for cluster 1? ... Like change the order of the bullet points. 
2 B2: I think “Activities” (topic note) should probably be at the top before the list of different activities. 
3 (S2 drags the topic note from the middle to the top of the cluster on Miro board.) 
4 S2: I dragged it. 

... 
5 (B2 creates a topic note “Meeting Strategies and tools” for cluster 2 on Idea11y.) 
6 B2: Can move back to the top of the section again. 
7 (S2 drags the topic note to the top of the cluster on Miro board.) 
8 S2: Yeah, I moved it. 

Activities 

Activities 

Brainstorming 
prompt: How to 
make remote 
collaboration 

more engaging? 

Example 
Participant: 

Alex 

add 
icebreakers 

Use 
Engaging 

videos 

include 
interactive 

games during 
the meeting 

drag Cluster 1 
Summary: Engaging remote collaboration strategies 

 Activitie 
 Brainstorming prompt: How to make 

remote collaboration more engaging 
 Example Participant: Ale 

 add icebreaker 
 include interactive games during the 

meetin 
 Use Engaging videos 

Activitie 

Cluster 2 
Summary: Engaging and productive meeting strategies 

 Meeting Strategies and tool 
 add short breaks during the meetin 
 provide topic list for chats during break 
 Ensure activities are multisensor 
 ask people to share their teammate’s thought to 

encourage listenin 
 cue participants to answer or share their 

thought 
 Meeting Strategies and toolsMeeting 

Strategies 
and tools 

Meeting 
Strategies 
and tools 

ask people to 
share their 
teammate’s 
thought to 
encourage 
listening 

add short 
breaks 

during the 
meeting 

provide topic 
list for chats 
during break 

cue 
participants to 

answer or 
share their 
thoughts 

Ensure 
activities are 
multisensory 

drag 

Lines 5-7 (Miro) Lines 5-7 (Idea11y) Lines 1-3 (Miro) Lines 1-3 (Idea11y) 

information conveyed through underlying visual grammar 
(e.g., gestalt principles [10], attention theory [76]) is neither 
systematically captured in the tool’s metadata nor communi-
cated through assistive technologies. 

This accessibility gap extends beyond mere technical limi-
tations to significant workflow disruptions for ability-diverse 
teams. Consider the practice of clustering sticky notes—an ac-
tivity that enables convergent thinking and thematic mapping 
of generated ideas [59]. For sighted users, drag-and-drop is 
an easy and efficient mechanism to reposition sticky notes 
and discover latent relationship between them. For BLV users, 
however, not only is the mouse-based drag-and-drop action 
impossible to perform, but the task of moving sticky notes is 
also prohibitively time-consuming and impractical, as screen 
readers provide only directional feedback (left, right) without 
contextual information about the distance traveled, surround-
ing elements, or emerging spatial relationships. Thus, even 
when technically possible, such interactions require excessive 
time and cognitive effort for BLV users compared to their 
sighted peers, disrupting their creative flow [32, 103] and col-
laborative momentum. 

In this regard, Idea11y presents an initial step toward ac-
cessible ideation technologies that can preserve creative and 
collaborative benefits of whiteboarding while fundamentally 
reconceptualizing its interaction paradigms. Rather than at-
tempting to make the drag-and-drop process attainable with 
screen readers, Idea11y transforms the underlying cluster-
ing structure—based on spatial proximity, color similarity, or 
enclosure—into an hierarchical text outline that makes the 
implicit relationships between sticky notes explicit. When 

moving notes, BLV users receive clear contextual information 
about clusters and select destinations through intuitive drop-
down menus, which supports the same convergent thinking 
goals but through accessible means. The system introduces 
purpose-driven interactions that preserve the intent behind 
whiteboarding actions while optimizing for nonvisual interac-
tion, such as keystrokes to get a note’s creator/color informa-
tion, checkboxes to indicate preferences for ideas, quick navi-
gation shortcuts to locate collaborators, and real-time alerts 
to perceive collaborators’ co-presence and avoid concurrent 
edits. 

Indeed, our findings revealed that with Idea11y, BLV partic-
ipants engaged actively in all ideation phases—idea generation, 
synthesis, and evaluation—while coordinating with sighted 
collaborators who worked side-by-side on the whiteboard’s 
freeform canvas space. This suggests opportunities for parallel 
system architectures where Idea11y and visual whiteboards 
maintain shared references, enabling both BLV and sighted 
collaborators to work within their preferred modality to con-
tribute to unified creative outcomes. Therefore, we encourage 
researchers to develop technologies that fundamentally en-
hance creative thinking for BLV users, rather than retrofitting 
visual paradigms that may be inherently incompatible with 
nonvisual creative processes. 

7.2 Practical Considerations for Accessible 
Collaborative Ideation Tools 

Below we outline practical considerations for designing acces-
sible collaborative ideation systems. 
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7.2.1 Facilitate spatial understanding of whiteboard content. 
Idea11y transforms the whiteboard’s 2D canvas into a hier-
archical list format which aligns with screen readers’ linear 
reading flow but sacrifices important spatial details. Therefore, 
to help BLV users formulate a spatial mental map of the board, 
a two-way navigation between Idea11y and the whiteboard 
may be implemented. This way, a user can use keystrokes to 
directly jump from a bullet point in Idea11y’s outline to the 
corresponding sticky note on the board and explore its hori-
zontal/vertical neighbors using arrow keys [6], while jumping 
back to Idea11y from the whiteboard to explore the cluster 
layout. Moreover, the system can indicate relative spatial dis-
tances (e.g., “left, 3 columns/cm away from the nearest note”) 
to help BLV users gather necessary contextual details for rear-
ranging elements. Future work can also include multimodal 
interaction, such as spatial audio for conveying relative loca-
tions [31, 89], vibrotactile feedback on touchscreen devices 
[128, 129], tactile print-outs of whiteboard layouts [72, 80], and 
AI assistants or conversational agents for speech-triggered 
navigation [78, 108, 123]. 

7.2.2 Enable nonvisual representation of visual signals. Idea11y 
converts some of the implicit visual signals on whiteboards 
into accessible formats for BLV users, e.g., mapping colors or 
creators to distinct voices and allowing pull requests to directly 
get this information. Future work can go beyond merely an-
nouncing the color/creator information to provide interpretive 
explanation, such as using visual reasoning models to analyze 
the visual emphasis of each idea (e.g., by note size/color) and 
allowing BLV users to be aware of the most preferred ideas or 
most active regions. However, this can get challenging when 
visual attributes communicate different meanings e.g., colors 
may denote priority, creator, or category. The system could 
apply different mechanisms to interpret visual cues on smaller 
units (e.g., frames) and adapt to users’ intent as they evolve 
throughout different ideation stages. 

7.2.3 Support accessible generation, expansion, and evalua-
tion of ideas. Our analysis showed how Idea11y assisted BLV 
users in expressing ideas by reducing accessibility barriers 
in creating, manipulating, and repositioning notes. Moving 
forward, we recognize opportunities to go beyond lowering 
technological frictions to enhance creative thinking. Taking 
the cluster structure of Idea11y as an example, future systems 
can use generative AI to help users merge ideas, recommend 
similar concepts within a cluster, or suggest adding different 
ideas across clusters [44, 113]. Such prompting techniques and 
outcomes must be made accessible to BLV users by clearly dif-
ferentiating the user- and AI-generated ideas and offering easy 
mechanisms to accept or dismiss recommendations. To better 
support convergent thinking, future systems could expand 
Idea11y’s binary voting mechanism to capture users’ detailed 
reactions through comments [66] anchored to a specific note, 
cluster, or other open areas on the board. The comments could 
be augmented with voice coding and non-speech auditory 
cues to differentiate those from the original ideas and convey 
who commented what and where [40]. 

7.3 Limitations and Future Work 
Idea11y identifies content clusters by applying gestalt princi-
ples [10] of proximity, similarity, and enclosure, as this is a 
common clustering practice during brainstorming and affinity 
diagramming [84]. However, other complex layouts (e.g., fish-
bone diagram, mind map) and workflows (e.g., storyboarding) 
may require different algorithms to make these whiteboard 
structures accessible. Furthermore, we evaluated Idea11y with 
a small sample, including BLV-sighted dyads. Future work 
should evaluate ideation systems with ability-diverse teams 
of varied size and composition to simulate more realistic and 
diverse ideation scenarios. 

8 Conclusion 
This work focuses on augmenting accessible collaborative 
ideation between BLV and sighted users on digital white-
boards. Through formative interviews with sighted white-
board users, we identified a set of ideation practices that re-
quire accessibility support. Drawing on this, we built Idea11y 
that transforms freeform whiteboard content into a hierar-
chical, cluster-based, and editable text outline combined with 
screen reader-compatible navigational cues and auditory feed-
back. Evaluation with thirteen BLV users and six BLV-sighted 
dyads demonstrated Idea11y’s effectiveness in supporting idea 
generation, synthesis, and evaluation and revealed how BLV 
participants used Idea11y to collaborate and coordinate actions 
with sighted peers. These findings encourage us to rethink 
established visual-centric creativity support frameworks and 
highlight design opportunities for future accessible collabora-
tive ideation technologies. 
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Table 7: Sighted participants in the formative study. P8 also attended BLV-sighted collaborative ideation session (S2 in 
Table 9). 

ID Professional Background Years of Ex-
perience 

Digital whiteboards Used Whiteboarding Fre-
quency 

P1 Interaction design; product de-
sign; HCI/UX research; graph-
ics, branding, and game design 

> 5 yrs Miro; FigJam; Lark/Feishu Once in three months 

P2 HCI/UX research 1–3 yrs Miro; Google Jamboard At least once a day 
P3 Interaction design; product de-

sign; HCI/UX research 
> 5 yrs Miro; FigJam; Zoom Whiteboard At least once a month 

P4 HCI/UX research; data visual-
ization 

> 5 yrs Miro; Google Jamboard; Zoom Whiteboard; 
Excalidraw; Lucidchart 

At least once a week 

P5 HCI/UX research 1–3 yrs Miro; FigJam At least once a week 
P6 HCI/UX research 1–3 yrs Miro; FigJam; Zoom Whiteboard At least once a week 
P7 HCI/UX research 3–5 yrs Miro; FigJam; Google Jamboard; Zoom 

Whiteboard 
At least once a month 

P8* HCI/UX research 1–3 yrs FigJam; Zoom Whiteboard At least once a week 

Table 8: BLV participants in the user evaluation (Study 1). Six participants (B1–B6) also attended the BLV-sighted 
collaborative ideation sessions (Study 2). Ideation experience reports an approximate count of brainstorming sessions 
they joined in the last two years, irrespective of whether or not any digital whiteboards were used in the sessions. 

ID Self-Reported Disability Experience with Digital White-
boarding Tools 

Ideation 
Experience 

Occupation 

B1 Legally blind; small residual vi-
sion in one eye 

Only heard of it 1–5 times Lead accessibility tester 

B2 Blind; no usable vision Only heard of it >15 times Accessibility analyst; tactile de-
signer 

B3 Totally blind; some light percep-
tion 

Only heard of it 10–15 times Assistant Director of disability 
support and assistive technology 

B4 Completely blind; Microtia Only heard of it 1–5 times Vocational rehabilitation coun-
selor 

B5 Blind in one eye, can see a little 
bit; learning disability; auditory 
delay; Cerebral palsy 

Only heard of it >15 times Accessibility analyst 

B6 Retinopathy of Prematurity 
stage 5 

Tried once (Google Jamboard) >15 times Library outreach manager; re-
search associate 

B7 Fully blind Tried 6 times (FigJam, could not 
recall names of other tools) 

10–15 times Mobile accessibility engineer 

B8 Totally blind Tried 1-2 times (Google Jamboard) 1–5 times Webmaster; accessibility tester 
B9 Visually Impaired Tried 1-2 times (Zoom White-

board) 
>15 times Assistive technology coordinator 

B10 Leber’s congenital amaurosis Tried 3-5 times (Miro, Zoom 
Whiteboard) 

6–10 times Digital accessibility specialist 

B11 Fully blind; minimal light per-
ception 

Tried several times (Miro, FigJam, 
Google Jamboard) 

10–15 times Web engineer 

B12 Blind Tried before but not within the 
last 2 years 

>15 times Accessibility architect 

B13 Totally blind Tried 1-2 times (Miro, FigJam) >15 times Designer 
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Table 9: Sighted participants attending the collaborative ideation with B1–B6 (Study 2). S2 also participated in the 
formative study (P8 in Table 7). Ideation experience reports an approximate count of brainstorming sessions they 
joined in the last two years. 

ID Relationship with 
BLV participant 

Ideation experi-
ence 

Whiteboarding 
experience 

Experience with BLV people or assistive tech-
nologies 

S1 N/A > 15 times Used many times Familiar with assistive technologies BLV people use. 
S2* N/A > 15 times Used many times No experience. 
S3 N/A > 15 times Used many times Interacted with BLV people in person. 
S4 Family About 6-10 times Used Figma a cou-

ple times 
Familiar with assistive technologies BLV people use; 
interacted with BLV people in person. 

S5 N/A > 15 times Used many times No experience. 
S6 Friend About 1-5 times Never heard of it Interacted with BLV people in person. 
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Table 10: Statements used for 5-point Likert-style rating scale (ranging from 1: strongly disagree to 5: strongly agree) 
and open-ended questions used in Study 1 (Section 5.2). The asterisk (*) denotes that the questions were only asked in 
the Idea11y condition because the baseline interface (Miro) did not support these actions at the time of this study. 

Task Category Question 
Type 

Question 

1: Reading board 
content and 
collaboration 
information 

Likert rating 
statements 

I could easily understand overall information about the board, such as the number of users, 
clusters, and colors.* 
I could easily understand what notes were on the board. 
I could easily find a particular note on the board. 
I could easily understand how notes were grouped on the board. 
I could read through all the notes quickly. 
I could easily find out the color of a note. 
I could easily find out who created what note.* 
I could easily find out which note a collaborator is currently working on.* 
The collaborator notifications were disruptive to my reading flow.* 

Open-ended 
questions 

Could you share your thoughts on reading the board content using this interface? 
Are there any features that you particularly liked or did not like at all? 
Are there any ways these features could be improved or any new features might be added? 

2: Manipulating 
board content 

Likert rating 
statements 

I could easily add a note. 
I could easily understand where the new note I added was located. 
I could easily move a note to where I wanted it to be. 
I could easily edit the text of a note. 
I could easily edit the color of a note. 
I could easily delete a note. 
It was easy to learn how to perform these actions on a note. 

Open-ended 
questions 

Could you share your thoughts on adding, editing, moving, or deleting notes using this 
interface? 
Are there any features that you particularly liked or did not like at all? 
Are there any ways these features could be improved or any new features might be added? 

Comparing 
Idea11y and 
baseline 

You have explored two different interfaces to read content and add, delete, edit or move 
notes on a digital whiteboard. Reflecting on your overall experience, which one of these two 
interfaces did you like better and why? 

*3: Understanding 
voice coding 

Likert rating 
statements 

I could easily differentiate which notes were created by whom. 
I could easily differentiate which notes had what colors. 

Open-ended 
questions 

Could you share your thoughts on exploring notes with different voices? 
Is there anything about this feature that you liked or did not like at all? Would you prefer 
different voices for colors or for creators? Why? 
Are there any ways that this feature could be improved or any new features might be added? 

*4: Voting 

Likert rating 
statements 

I could easily know which ideas were preferred by others. 
I could easily vote on the ideas that I preferred. 
I found the voting overview useful. 

Open-ended 
questions 

Could you share your thoughts on the voting features? 
Are there any features that you particularly liked or did not like at all? 
Are there any ways these features could be improved or any new features might be added? 

Final 
questions 

Could you share your overall thoughts on Idea11y? 
Was there anything that you particularly liked about this tool or did not like at all? 
Do you think this tool might be useful for your work in any way? In what contexts and how 
might you use this tool? 
Are there any new features that you would like to have in a future version of this tool? 
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